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Abstract: Time Sensitive Networks offer guarantees on worst-case delay, worst-case delay variation and zero 
congestion loss. They find applications in many areas such as factory automation, embedded and vehicular 
networks, audio-visual studio networks, and in the front-hauls of cellular wireless networks. In this talk we will 
describe how network calculus can be used to analyze time sensitive networks. We will also explain why clock 
non-idealities matter and how to take them into account. 
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1. Time Sensitive Networks  

= deterministic service:  upper bounds on 
end-to-end delay and delay-jitter + zero 
congestion loss.
Congestion control with feedback is not an 
option here.
Proven bounds are required.

Standardization: 
MAC-layer networks: IEEE TSN (Time 
Sensitive Networking)
IP and MPLS networks: IETF Detnet 
(Deterministic Networking)
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Industrial networks, automotive, 
aerospace, factory automation. 
Studio networking
Front-haul of cellular networks
Distributed games
Low latency on-demand video



How can a Network Offer a Deterministic Service ?

1. Every flow is constrained at source
e.g. source is periodic
e.g. source is limited by a token
bucket filter with rate 𝑟 and 
burstiness 𝑏
→ number of bits sent over any 
interval of any duration 𝑡 is ≤ 𝑟𝑡+𝑏
(arrival curve constraint) (T-SPEC) 
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Imagine a token bucket, spontaneously replenished at rate 𝑟 
up to maximum 𝑏 (called the “burst”) 
A released packet must consume same amount of tokens as its 
size, else waits until enough tokens are available.
tc qdisc add dev eth0 root tbf rate 1mbit burst 32kbit
…



How can a Network Offer a Deterministic Service ?
1. Every flow is constrained at source

2. The network nodes offer a guaranteed service to 
flows or classes of flows
synchronous: e.g Time Triggered CAN bus: every 
flow is scheduled on bus (not our focus today)
asynchronous: e.g.  switch/router network

a) Flows are assigned to a small number
of classes with different quality of
service requirements

b) At every node, traffic of a given class is 
FIFO; a scheduler shares bandwidth and 
buffer between classes
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The paper is organized as follows. The considered network
model is presented in section II. It is followed by a brief
recall of the DRR scheduling policy, its latency and delay
calculation using Network Calculus in section III. Section IV
exhibits sources of pessimism in DRR WCTT analysis. The
main contribution is given in section V, where we propose an
optimized NC approach for DRR scheduler based networks.
In Section VI further improvements to classical NC approach
are given, including the integration of end system scheduling.
An evaluation on an industrial configuration is given in section
VII. Section VIII concludes the paper and gives directions for
future works.

II. NETWORK AND FLOW MODEL

In this paper, we consider a real-time switched Ethernet
network. It is composed of a set of end systems, interconnected
by switched Ethernet network via full-duplex links. Thus, there
are no collisions on links. Each link offers a bandwidth of R
Mbps in each direction.

Each end system manages a set of flows, and each switch
forwards a set of flows through its output ports, based on a
statically defined forwarding table. This forwarding process
introduces a switching latency, denoted by sl. Each port h of
a switch Sx, denoted by Sh

x , can be connected at most to one
end system or another switch. Each output port, of a switch or
of an end system, has a set of buffers managed by a scheduler
supporting a scheduling policy, for example: First-In-First-Out
(FIFO), Fixed Priority (FP) queuing or Round Robin (RR) etc.
In this paper, the considered network uses Deficit Round Robin
(DRR) scheduler at each output port.

Sporadic flows are transmitted on this network. Each spo-
radic flow vi gives rise to a sequence of frames emitted
by a source end system with respect to the minimum inter-
arrival duration imposed by a traffic shaping technique. This
minimum inter-arrival duration is called the period Ti of flow
vi. If the duration between any two successive emissions of
a flow vi is Ti, then, the flow vi is periodic. The size of
each frame of flow vi is constrained by a maximum frame
length (lmax

i ) and a minimum frame length (lmin
i ). Each flow

vi follows a predefined path Pi from its source end system till
its last visited output port, and then arrives at its destination
end system.

Figure 1 shows an example of a switched Ethernet network
configuration which consists of 4 switches, S1 to S4, intercon-
necting 10 end systems, e1 to e10, through full duplex links
to transfer 20 flows, v1 to v20. In this work, each output port
of a switch has a set of buffers controlled by a Deficit Round
Robin (DRR) scheduler. The links provide a bandwidth of
R = 100 Mbits/s. Table I summarizes flow features (inter-
arrival duration Ti as well as minimum and maximum frame
size lmin

i and lmax
i ).

III. DEFICIT ROUND ROBIN

In this section, we briefly recall the DRR scheduling policy.
A more detailed description can be found in [6] and [7]. We
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Fig. 1: Switched Ethernet network (Example 1)

TABLE I: Network Flow Configuration

Flows vi Ti(µsec) lmax
i (byte) lmin

i (byte)
v12, v20 512 100 80
v1, v7, v8, v9, v17 512 99 80
v2, v4, v5, v10, v13, v16, v18 256 100 80
v3, v11, v14, v15, v19 256 99 80
v6 96 100 80

then summarize the DRR worst-case analysis in [7], [8]. This
analysis is based on network calculus [1].

A. DRR scheduler principle
DRR was designed in [6] for a fair sharing of server capacity

among flows. DRR is mainly a variation of Weighted Round
Robin (WRR) which allows flows with variable packet length
to fairly share the link bandwidth.

The flow traffic in a DRR scheduler is divided into buffers
based on few predefined classes. Each class receives service
sequentially based on the presence of a pending frames in a
class buffer and the credit assigned to the class. Each class
buffer follows FIFO queuing to manage the flow packets. The
DRR scheduler service is divided into rounds. In each round
all the active classes are served. A class is said to be active
when it has some flow packet in output buffer waiting to
be transmitted. The basic idea of DRR is to assign a credit
quantum Qh

x to each flow class Cx at each switch output port
h. Qh

x is the number of bytes which is allocated to Cx for each
round at port h. At any time, the current credit of a class Cx

at a port h is called its deficit ∆h
x. Each time Cx is selected

by the scheduler, Qh
x is added to its deficit ∆h

x. As long as
Cx queue is not empty and ∆h

x is larger than the size of Cx

queue head-of-line packet, this packet is transmitted and ∆h
x

is decreased by this packet size. Thus, the scheduler moves
to next class when either Cx queue is empty or the deficit
∆h

x is too small for the transmission of Cx queue head-of-line
packet. In the former case, ∆h

x is reset to zero. In the latter
one, ∆h

x is kept for the next round.
The credit quantum Qh

x is defined for each port h. It must
allow the transmission of any frame from class Cx crossing
h. Thus, Qh

x has to be at least the maximum frame size of
Cx flows at port h. Let Fh

Cx
be the set of flows of class Cx

at output port h. Let lmax,h
Cx

and lmin,h
Cx

be the max and min
frame size among all class Cx flows at output port h. We have:

lmax,h
Cx

= max
i∈Fh

Cx

lmax
i , lmin,h

Cx
= min

i∈Fh
Cx

lmin
i (1)

Algorithm 1 shows an implementation of DRR at a switch
output port h with n traffic classes. First, deficits are set to 0

���
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Example of Scheduler: Deficit Round Robin (DRR) [Shreedhar 1996]

Implemented in Linux class based queuing    tc qdisc ... add drr [ quantum bytes ]
Operation: Each queue (= each class) is given a quantum.
An infinite loop of rounds visits queues. 
When a queue is visited its deficit is increased by the quantum.
Service for this queue stops if  1) deficit is smaller than head-of-line packet or 2) queue 
becomes empty (in which case deficit is reset).
⇒≈ Bandwidth is allocated to every class in proportion of the quantum.
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Other Schedulers 

• Weighted Fair Queuing and all 
variants of Generalized Processor 
Sharing (such as DRR) 

• Audio Visual Bridging (AVB) / 
Credit Based Shaper (CBS)  

• Burst Limiting Shaper
• Time Aware Shaper
• Static Priority
Etc.

They can be combined.
8

Typical IEEE TSN scheduler. From [Maile 2020]
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Given source constraints and 
schedulers, what are the worst-case 

delay, jitter and backlog ?

From [Zhao 2018]



2. Analysis of Deterministic Networks uses Network Calculus

• Flows are modelled with cumulative arrival functions,
𝑅(𝑡), non-decreasing with 𝑅 0 = 0, or, for packetized
flows, with point processes (packet trains) (𝐴, ℓ)

• Delay and backlog are derived
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Arrival Curves

Flow with cumulative function 𝑅 𝑡  has 𝛼 as (maximal) arrival curve if 
 𝑅 𝑡 − 𝑅(𝑠) ≤ 𝛼 𝑡 − 𝑠  for any 𝑡 ≥ 𝑠 ≥ 0
where 𝛼 is a monotonic nondecreasing function ℝ# → [0,+∞]
𝛼 can be assumed sub-additive (𝛼 𝑠 + 𝑡 ≤ 𝛼 𝑠 + 𝛼 𝑠 ).

This is equivalent to 𝑅 ≤ 𝑅⊗𝛼,  where ⊗	denotes min-plus 
convolution:

𝑓$⊗𝑓% 𝑡 = inf
&'(

𝑓$(𝑠) + 𝑓% 𝑡 − 𝑠

and, for a point process model, to
𝐴) −𝐴* ≥ 𝛼↓ ℓ* +⋯+ ℓ) , ∀𝑚, 𝑛, 1 ≤ 𝑚 ≤ 𝑛

where 𝛼↓ is the lower-pseudo inverse of 𝛼.

E.g. for 𝛼 𝑡 = 𝑟𝑡 + 𝑏,  𝛼↓ 𝑥 = "#$ !

%
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Service Curve

System offers to this flow a (minimal) service curve 𝛽 if  𝑅∗ ≥ 𝑅 ⊗ 𝛽  , i.e. :
∀𝑡 ≥ 0, ∃𝑠 ∈ 0, 𝑡 : 𝑅∗(𝑡) ≥ 𝑅 𝑠 + 𝛽(𝑡 − 𝑠)

where 𝛽 is a function : ℝ" → ℝ ∪ {+∞ }

[Le Boudec 1996, Chang 1997, Bouillard 2018]
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Strict Service Curve

System 𝒮 offers to a flow a strict service curve 𝛽 if for any 𝑠 < 𝑡 inside 
a backlogged period, i.e. such that 𝑅∗ 𝑢 < 𝑅 𝑢 , ∀𝑢 ∈ (𝑠, 𝑡], we 
have 𝑅∗ 𝑡 − 𝑅∗ 𝑠 ≥ 𝛽(𝑡 − 𝑠)

𝒮 is typically a single queuing point

𝛽	is a strict service curve ⇒ 𝛽	is a service curve 
but converse is not true.

Example: constant rate server with line rate 𝑐 has
strict service curve 𝛽(𝑡) = 𝑐𝑡
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Example: Non-preemptive Static Priority

High prio: 𝛽7 𝑡 = 𝑐𝑡 −𝑀𝑇𝑈8 # 
 (strict service curve) 
(𝑀𝑇𝑈8 = max packet size, low prio)

Low prio: when high priority constrained by 𝛼 𝑡 = 𝑟𝑡 + 𝑏, 𝑟 < 𝑐:
𝛽8 𝑡 = (𝑐 − 𝑟)𝑡 − 𝑏 # (not a strict service curve)
𝛽′8 𝑡 = 𝑐 − 𝑟 𝑡 − 𝑏 −𝑀𝑇𝑈8

#
 (strict service curve)

[Bouillard 2018]

A function of the form 𝛽 𝑡 = 𝑆 𝑡 − 𝑇 # is called
rate-latency, with rate 𝑆 and latency 𝑇
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Bounded Delay Element

Sometimes it is convenient to model a system as a black
box with known delay upper bound 𝑇.

For a node that is FIFO for this flow: delay ≤ 𝑇	 ⇔ 
nodes offers to this flow a service curve 𝛿# 

Not a strict service curve
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Example: Deficit Round Robin

• DRR offers to flow 𝑖	a rate-latency strict 
service curve 𝛽A 𝑡 = 𝑅A 𝑡 − 𝑇A #

 with 𝑅A =
B!

∑"B"	
𝑐,     𝑇A =

DE!#F8!	
G

+

𝐿HIJ,A(
$
K!
− $

G
), X𝑄A = ∑LMA𝑄L ,			X𝐿A = ∑LMA 𝐿HIJ,L	

and 𝑐 is the line rate [Boyer 2012].
• Can be improved esp. if competing flows are 

constrained [Tabatabaee 2022]

• Other examples: Packetized Generalized 
Processor Sharing, RFC 2212, IEEE AVB, IEEE 
TSN, etc. [De Azua 2014] [Bouillard 2018]
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Concatenation

Concatenation of service curve
elements 𝛽$, 𝛽% has service curve
 𝛽$⊗𝛽%

Examples:
• scheduler with service curve 𝛽 combined 

with bounded delay element has service 
curve 𝛽⊗𝛿@ 

• If 𝛽A is rate-latency 𝑅A , 𝑇A then the 
concatenation 𝛽 = 𝛽$⊗𝛽% is rate-latency 
𝑅 = min(𝑅$, 𝑅%) and 𝑇 = 𝑇$ + 𝑇%  
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Three Tight Bounds

1. backlog ≤ 𝑣 𝛼, 𝛽 = sup
P

𝛼 𝑡 − 𝛽 𝑡

2. if FIFO for this flow, delay ≤ ℎ(𝛼, 𝛽)
3. output is constrained by arrival curve 

𝛼∗ 𝑡 = sup
R'(

𝛼 𝑡 + 𝑢 − 𝛽 𝑢 	

i.e. 𝛼∗ = 𝛼 ⊘ 𝛽 (deconvolution)

Jitter bound = ℎ(𝛼, 𝛽) − delay lower bound

Delay bound can be improved to ℎ 𝛼 − 𝐿*A), 𝛽 + 8#!$
G

 
if we know  line rate 𝑐 of server [Mohammadpour 2019]

Industrial tools perform these computations.
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Example One flow, constrained by one token 
bucket is served in a network element that 
offers a rate latency service curve
Assume 𝑟 ≤ 𝑅

Backlog bound: 𝑏 + 𝑟𝑇 

Delay bound: $
%
+ 𝑇

Output arrival curve:
𝛼∗ 𝑡 = 𝑟𝑡 + 𝑏∗

  with 𝑏∗ = 𝑏 + 𝑟𝑇
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Network calculus uses arrival curves and service 
curves to derive delay and backlog bounds.
Single node analysis follows immediately.

How about network analysis ?
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3. Network Analysis

Per-flow network: 
 network nodes offer guarantees to individual flows 
 e.g. IETF IntServ
 Solution: apply concatenation result
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Pay Bursts Only Once
In per-flow Network:
one flow constrained at source by 𝛼

end-to-end delay bound computed node-by-
node (also accounting for increased burstiness 
at node 2):

 𝐷& + 𝐷' =
'$"(#.

% + 𝑇& + 𝑇'

computed by concatenation:

𝐷 =
𝑏
𝑅
+ 𝑇& + 𝑇'

i.e. worst cases cannot happen simultaneously
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FIFO Per-Class Networks

Most time sensitive networks are FIFO per-class:
• flows are assigned to classes
• schedulers (such as DRR) separate classes and provide service 

guarantee to the aggregate of all flows of this class
• Inside a class, service is FIFO
• flows are constrained at sources by arrival curves

Using service curves, such a network can be analyzed per-class 
→ one separate FIFO network model per class

Global analysis can also be performed iteratively [Tabatabaee 2023c]
23



FIFO Networks

Flows merge and split, no simple result as in per-flow networks.
Feedforward networks: obtaining worst-case delay is NP-hard 
[Bouillard 2010]
Can be computed with ELP (Exponential Linear Programming) 
[Bouillard 2014]
• service curve, arrival curve and FIFO are expressed as 

constraints in a linear program
• super-exponential complexity  
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Total Flow Analysis (TFA [Schmitt 2006], TFA++ [Mifdaoui 2017]) 

Simple, commonly used method to
analyze a generic deterministic network
• Sources are constrained e.g. by token buckets
a) Propagated burstiness of flow inside the network is computed by

 𝑏∗ = 𝑏 + 𝑟×(delay bound between source and here)
b) Delay at every node uses single node network calculus + propagated burstinesses.

End-to-end delay bound is sum of nodal bounds on path

• In a feedforward network of depth 𝑑, start at edge nodes and stop in 𝑑 iterations
• In a generic network, iterate a) and b) at all nodes until convergence to a fixpoint  or 

move to infinity. If convergence, the bounds are valid. If divergence, we don’t know. 
[Thomas 2019, Plassart 2022]

• Optimizations for case with many periodic flows and many different periods 
[Tabatabaee 2023a] 25

𝑏, 𝑟
𝑏∗, 𝑟



Polynomial Linear Programming (PLP)

• PLP (Polynomial Linear Programming) [Bouillard 
2022]: relaxation of ELP, with polynomial complexity, 
uses TFA (and other) bounds as constraints, applies to 
generic topologies. Usually much better than TFA. 

• Refinements analyze all classes together (limited 
inter-class interference) [Tabatabaee 2023c].

• Other methods : SFA [Schmitt 2006, Grieu 2004], 
PMOO, LUDB [Fidler 2003, Lenzini 2006, Bondorf 
2017,Geyer 2022] do not apply to generic topologies;

 
• Tools: DISCO [Schmitt 2006], WoPaNets [Mifdaoui 

2010], Pegase [Boyer 2010], Saihu [Tsai 2024]
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• The required crossing delay of the network in order to
allow the applications to preserve their response times.
Network latency is a key performance parameter since
flight-critical data must be delivered on time. Network
latency is defined as the duration of time it takes for a
frame to pass through a network.

• The output queues sizes which allow us to dimension
the frame loss caused by the congestions.

The objective of this paper is to present and shortly com-
pare three methods for the evaluation of end-to-end delays:
network calculus, queuing networks simulation and model
checking.

In a first step, we present main characteristics of an
AFDX network and end-to-end traffic. In a second step, we
compare the network calculus approach on a realistic exam-
ple. In a third step, we compare on a simpler example the
two previous approaches with a model checking approach.

2. The AFDX network main characteristics

In this section, we present main characteristics of the net-
work architecture and the traffic that flows on the network.

2.1. AFDX network architecture

Avionics Full Duplex Switched Ethernet is a static net-
work (802.1D tables are statically set up and no spanning
tree mechanism is implemented). Flows are statically iden-
tified in order to obtain a predictable deterministic behavior
of the application on the network architecture.

An example network architecture is depicted on figure
1. It corresponds to a test configuration provided by Airbus
for a previous study [22]. It is composed of several inter-
connected switches. There is at most 24 ports per switch
(8 on this example). There are no buffers on input ports
and one FIFO buffer for each output port. The inputs and
outputs of the networks are called End Systems (the little
circles on figure 1). Each End System is connected to ex-
actly one switch port and each switch port is connected to at
most one End System. Links between switches are all full
duplex. On figure 1, the values on End Systems indicates
number of flows that are dispatched between End Systems.
Number of input and output End Systems per switch are not
specified on figure 1.

2.2. End-to-end traffic characterization

The Virtual Link is the basis of the Avionics Switched
Ethernet protocol. As defined by ARINC-664, Virtual Link
(VL) is a concept of virtual communication channels; It has
the advantage of statically defining the flows which enters
the network [9].
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End-Systems exchange Ethernet frames through VL.
Switching a frame from a transmitting to a receiving End
System is based on a VL (deterministic routing). The Vir-
tual Link defines a logical unidirectional connection from
one source End-system to one or more destination End sys-
tems. It is a path with multicast characteristic. Figure 2
shows an example of a multicast Virtual Link, considering
the network architecture of figure 1. Its source End System
is an input of switch S1 and its destination End Systems are
outputs of switches S8, S3, S4 and S7. This VL includes the
four paths S1-S8, S1-S3, S1-S8-S4 and S1-S8-S4-S7 (they
are depicted as plain lines on figure 2).
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Figure 2. A multicast Virtual Link

The routing of each VL is statically defined. Only one
End System within the Avionics network can be the source
of one Virtual Link, (i.e., Mono Transmitter assumption).

The objective is to provide a logical isolation of VL: a
given maximum bandwidth is allocated to each VL. Regard-
less of the attempted utilization of a VL by one application,
the available Bandwidth on any other VL is unaffected.

A virtual Link is defined by the following parameters :

• the name of the VL,

• the Bandwidth Allocation Gap (BAG) of the VL,
which corresponds to the minimum delay between the
emission of two consecutive frames of the VL by its
source End System,
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• Each Switch: 6 input and 6 output endpoints.
• 6412 flows.
• 3 classes, critical, multimedia, and best effort.
• Paths are randomly chosen.

Taken from [31] 
(Charara et al., 2006)

• State-of-the-Art (SoA): (Straightforward) Application of PLP or 
TFA with our DRR service curves with no assumption on the 
interfering traffic.

TFA-SoA, PLP-SoA, and 
TFA-DRR give infinite 
bounds for class 2

TFA-SoA and PLP-
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PLP-DRR significantly improves delay bounds and stability 
region.
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• The required crossing delay of the network in order to
allow the applications to preserve their response times.
Network latency is a key performance parameter since
flight-critical data must be delivered on time. Network
latency is defined as the duration of time it takes for a
frame to pass through a network.

• The output queues sizes which allow us to dimension
the frame loss caused by the congestions.

The objective of this paper is to present and shortly com-
pare three methods for the evaluation of end-to-end delays:
network calculus, queuing networks simulation and model
checking.

In a first step, we present main characteristics of an
AFDX network and end-to-end traffic. In a second step, we
compare the network calculus approach on a realistic exam-
ple. In a third step, we compare on a simpler example the
two previous approaches with a model checking approach.

2. The AFDX network main characteristics

In this section, we present main characteristics of the net-
work architecture and the traffic that flows on the network.

2.1. AFDX network architecture

Avionics Full Duplex Switched Ethernet is a static net-
work (802.1D tables are statically set up and no spanning
tree mechanism is implemented). Flows are statically iden-
tified in order to obtain a predictable deterministic behavior
of the application on the network architecture.

An example network architecture is depicted on figure
1. It corresponds to a test configuration provided by Airbus
for a previous study [22]. It is composed of several inter-
connected switches. There is at most 24 ports per switch
(8 on this example). There are no buffers on input ports
and one FIFO buffer for each output port. The inputs and
outputs of the networks are called End Systems (the little
circles on figure 1). Each End System is connected to ex-
actly one switch port and each switch port is connected to at
most one End System. Links between switches are all full
duplex. On figure 1, the values on End Systems indicates
number of flows that are dispatched between End Systems.
Number of input and output End Systems per switch are not
specified on figure 1.

2.2. End-to-end traffic characterization

The Virtual Link is the basis of the Avionics Switched
Ethernet protocol. As defined by ARINC-664, Virtual Link
(VL) is a concept of virtual communication channels; It has
the advantage of statically defining the flows which enters
the network [9].
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End-Systems exchange Ethernet frames through VL.
Switching a frame from a transmitting to a receiving End
System is based on a VL (deterministic routing). The Vir-
tual Link defines a logical unidirectional connection from
one source End-system to one or more destination End sys-
tems. It is a path with multicast characteristic. Figure 2
shows an example of a multicast Virtual Link, considering
the network architecture of figure 1. Its source End System
is an input of switch S1 and its destination End Systems are
outputs of switches S8, S3, S4 and S7. This VL includes the
four paths S1-S8, S1-S3, S1-S8-S4 and S1-S8-S4-S7 (they
are depicted as plain lines on figure 2).
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Figure 2. A multicast Virtual Link

The routing of each VL is statically defined. Only one
End System within the Avionics network can be the source
of one Virtual Link, (i.e., Mono Transmitter assumption).

The objective is to provide a logical isolation of VL: a
given maximum bandwidth is allocated to each VL. Regard-
less of the attempted utilization of a VL by one application,
the available Bandwidth on any other VL is unaffected.

A virtual Link is defined by the following parameters :

• the name of the VL,

• the Bandwidth Allocation Gap (BAG) of the VL,
which corresponds to the minimum delay between the
emission of two consecutive frames of the VL by its
source End System,
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• Each Switch: 6 input and 6 output endpoints.
• 6412 flows.
• 3 classes, critical, multimedia, and best effort.
• Paths are randomly chosen.

Taken from [31] 
(Charara et al., 2006)

• State-of-the-Art (SoA): (Straightforward) Application of PLP or 
TFA with our DRR service curves with no assumption on the 
interfering traffic.

TFA-SoA, PLP-SoA, and 
TFA-DRR give infinite 
bounds for class 2

TFA-SoA and PLP-
SoA give infinite 
bounds for class 2
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Stability of a FIFO Network
Every flow 𝑓 ∈ ℱ constrained by 𝛼T(𝑡) = 𝑟T𝑡 + 𝑏T at source. Route of flow 𝑓 is fixed.  𝐹A ⊂
ℱ is the set of flows passing through node 𝑖. Every node 𝑖 ∈ ℐ	is FIFO and offers to the 
aggregate of flows 𝑓 ∈ 𝐹A a service curve 𝛽A 𝑡 = 𝑅A 𝑡 − 𝑇A #.  Load factor 𝑢 =

max
A

∑%∈'! U%
K!

. ℱ, ℐ finite. Network underloaded:	𝑢 < 1; overloaded: 𝑢 > 1; critical:  𝑢 = 1.

One network instance = (ℱ, 𝑟, 𝑏, 𝐹, ℐ, 𝑅, 𝑇) is stable if there is a bound on all delays (or 
backlogs), that is valid for any execution trace of the network.
• An overloaded FIFO network is not stable. A feed-forward network

that is underloaded or critical is stable.
• For any 𝜀 > 0 there is an unstable underloaded FIFO network with

load factor 𝑢 < 𝜀 [Andrews 2009]
• Every underloaded ring is stable [Tassiulas 1996].
When PLP or TFA does not converge, it may be that network is truly unstable or not. 
Stability conditions are still an open research issue. 
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In per-flow networks, deterministic Network 
analysis is as simple as single node. 

In per-class networks and arbitrary topologies, 
algorithms typically require finding fixpoints 

(with e.g. TFA or PLP).

Underloaded networks may be unstable.



4. Regulators

Regulator (= shaper) delays packets in order to
limit burstiness to a prescribed value 
(i.e. enforces an arrival curve constraint).

Non work-conserving.

Example: Token Bucket regulator
(regulator for the arrival curve constraint 𝛼 𝑡 = 𝑟𝑡 + 𝑏)

Typically placed at source / network edge to protect
deterministic network from misbehaving sources

Can also be used inside the network 
29



Cascading Burstiness

In a per-flow network, burstiness of a flow increases linearly with number of 
hops, but pay-bursts-only allows to still have good delay bounds.

In per-class networks, burstiness of every flow increases at every 
hop as a function of other flows’ burstiness:

𝑏T∗= 𝑏T + 𝑟 𝑇 + V()(WV%
K

Increased burstiness causes increased burstiness (cascade).

Propagated burstiness is computed by PLP / TFA as solution to
a fixpoint problem. 

Cyclic dependencies are root cause for bad worst-case delays.

30



Regulators Avoid Cascading Burstiness in Per-Class Networks

Per flow regulator: one state + one queue per flow.

Interleaved regulator: one state per flow + one global queue:
• packet at head of queue is examined against the arrival constraint (e.g. rate 𝑟T and 

burstiness 𝑏T) of its flow 𝑓; this packet is delayed if it came too early; different flows in 
same queue can have different arrival constraints;

• packets not at head of queue wait for their turn to come [Specht 2016].
31
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Regulators do not Increase Worst Case Delay

Assume 𝑆 is FIFO per flow (per-flow regulator) or globally (interleaved regulator).
Assume every flow satisfies some arrival constraint at 1 (e.g. rate and burstiness) and 
regulators enforces same constraint at 3.
The worst case delay 1 − 3 is the same as the worst-case delay 1 − 2 [Le Boudec 2018].
(Reshaping-for-free property)
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Network With Regulators [IEEE TSN ATS] 

• Regulators are integrated in (next-hop’s) 
queuing system.

• Worst case end-to-end queuing
delay can ignore regulators.
Worst-case delay at one
regulator is absorbed by delay
bound at previous hop.

• Queuing delay and backlog
at every hop can be computed
using single node analysis.

• Underloaded network is always
stable.

[Mohammadpour 2018]
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Deterministic networks use regulators at edge to 
protect determinism

 Can also be deployed internally to avoid burstiness 
increase / to simplify network analysis

Re-shaping is for free (w.r. to worst-case delay)



5. Clock Non Idealities
Previous theory assumes perfect time everywhere.
In reality, nodes use local clocks that are not ideal.
• tight sync (PTP, White Rabbit, GPS) : 

timestamping error ≤ 𝜔 ≈ 10ns–1𝜇s
• loose sync (NTP): 𝜔 ≈ 1ms – 1s
• no sync: timestamping error 𝜔 unbounded; 

measurement of time interval on same system: 
error is bounded by clock drift, jitter and wander.

[ITU-T 1996]

Regulators use time measurements to decide
when a packet can be released. 
What is the effect of clock non ideality ?
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Clock Model in Network Calculus [Thomas 2020]

Measurement of a time interval is performed with one clock → 𝑑 
and with another clock→ 𝑑′
 Time synchronization error: 𝑑′ − 𝑑 ≤ 2𝜔 
 Clock jitter and wander: 𝑑Z ≤ 𝜌𝑑 + 𝜂

This gives the change-of-clock inequalities

max 0,
𝑑 − 𝜂
𝜌 , 𝑑 − 2𝜔 ≤ 𝑑′ ≤ min 𝜌𝑑 + 𝜂, 𝑑 + 2𝜔

Model is symmetric, i.e. same inequalities if we exchange 𝑑′ ↔ 𝑑

Relative error on estimation of  delays is, in general, ≈ 10W[, i.e. 
negligible. However there are some corner cases. 36

𝜔 = time error bound 
= 1𝜇s in TSN with PTP; 
= +∞ if no 
synchronization

𝜌 = clock-stability 
bound 
=1.0001 (e.g. in TSN) 

𝜂 = timing-jitter bound 
= 2ns (e.g. in TSN)



Change of Clock: Arrival Curves
Assume a flow satisfies a token bucket constraint (𝑟, 𝑏) when observed with clock ℋ`ab
i.e. arrival curve constraint 𝛼ℋ*+, 𝑡 = 𝑟𝑡 + 𝑏
When observed with some other clock ℋ, it satisfies the arrival curve constraint 
𝛼ℋ 𝑡 = min(𝜌𝑟𝑡 + 𝑏 + 𝑟𝜂 , 𝑟𝑡 + 𝑏 + 2𝑟𝜔)
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Consequences for Non-Adapted Regulators [Thomas 2020]
Non adapted regulator :  uses same nominal 
arrival curve as at source.
Perfect clocks:
• Regulator does not increase worst-case

delay
Non-synchronized network:
• Per-flow and interleaved regulator unstable

(unbounded delay).
Synchronized network:
• Per-flow regulator incurs delay penalty up 

to 4𝜔;
• Interleaved regulator is unstable

⇒ must be adapted, 
e.g. with rate-and-burst cascade
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Dampers

Damper delays a packet by “earliness” read from packet header.
Removes most of jitter, with some residual jitter dependent on tolerance, not on 
traffic ⟹ also removes burstiness cascade.
Non work-conserving. Like a per-flow regulator, does not exist in isolation, is 
combined with queue at next hop.
Unlike regulator, is stateless.
[Cruz 1998] RCSP [Zhang  1993], RGCQ  [Shoushou 2020], ATS with Jitter Control 
[Grigorjew 2020].
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Consequences for Dampers 

Residual jitter is somehow affected by clock inaccuracies

Timing inaccuracies may lead to mis-ordering

⇒ Some dampers enforce per-flow packet order (e.g. FOPLEQ, ATS with 
Jitter Control [Grigorjew 2020]) - work properly only if all network elements 
are FIFO per flow 
[Mohammadpour 2022]
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Two consecutive 
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damper at ca. the 
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inaccuracies may
lead to inversion of 
order
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Clock non idealities can easily be accounted for in a 
network calculus analysis

Both for synchronized and non-synchronized networks

Arrival curves and delay bounds are (very slightly) 
affected, but dampers and regulators are dramatically 

affected and need to provision safety mechanisms



6. More Bells and Whistles

Packet re-ordering due to e.g. multi-paths, packet replication, dampers.
⇒ Re-sequencing buffers are used.  Network calculus
was extended to account for them [Mohammadpour 2021] 
• Lossless network: 
𝑑Z = 𝑑,𝑉Z = 𝑉 and 𝛼Z 𝑡 = 𝛼 𝑡 + 𝑉
(re-sequencing is for free)

• Lossy network: 
𝑑Z = 𝑑 + 𝑇, 𝑉Z = 𝑉 + 𝑇 and 𝛼Z 𝑡 = 𝛼 𝑡 + 𝑉 + 𝑇 .

Packet replication and removal is used to repair
non-congestion losses. It causes causes mis-ordering and
increases burstiness. Network calculus was extended
to account for this [Thomas 2022]

.
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Any combination of failures that leaves at least one 
path up is masked (“0 msec repair”) [IEEE 802.1CB]



Stochastic Network Calculus …

Stochastic arrival curves [Ciucu 2012]
 SBB:	∀𝑠 ≤ 𝑡, 𝜎 > 0: 	ℙ 𝐴 𝑠, 𝑡 > 𝑓 𝑡 − 𝑠 + 𝜎 ≤ 𝜀 𝜎
 S%BB: ∀𝑡, 𝜎 > 0: 	ℙ sup

&fP
	𝐴 𝑠, 𝑡 > 𝑓 𝑡 − 𝑠 + 𝜎 ≤ 𝜀 𝜎

 SSBB: ∀𝜎 > 0: 	ℙ sup
&fP

	𝐴 𝑠, 𝑡 > 𝑓 𝑡 − 𝑠 + 𝜎 ≤ 𝜀 𝜎

S%BB obtains ℙ(𝑄 𝑡 ≤ 𝑏) for any arbitrary 𝑡 [Vojnovic 2003].
 
SSBB obtains ℙ(∀𝑡, 𝑄 𝑡 ≤ 𝑏) 

cannot apply nontrivially to ergodic processes, but applies to periodic sources 
[Tabatabaee2023b]

Stochastic service [Jiang 2008, Fidler 2015, Nikolaus 2019] uses MGF bounds. [Zhang 
2022] models wireless links. 
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Tools 

44sampled on 2024 September 11 from https://en.wikipedia.org/wiki/Network_calculus



Conclusion

Time Sensitive Networks require deterministic, proven bounds on delay, 
jitter, backlog and re-ordering.

Network Calculus provides a rigorous theory and software tools for 
computing such bounds and for understanding operation of regulators, 
dampers, re-sequencing buffers or packet elimination functions. 
 
Clock non-idealities can easily be incorporated. Regulators and dampers 
are affected, other systems not.

Stochastic Network calculus promises to apply to wireless networks.
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Thank You !

References are in the online version.
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